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Abstract—Networks on Chip (NoC) are used in Multipro-
cessor System on a Chip (MPSoC) architectures and safety-
relevant systems as a communication backbone to cope with
high communication trafc. Nevertheless, network interfaces and
the routers within the NoC add to the power consumed by
the chip. This paper presents models and algorithms for low
power techniques in NoC based on dynamic frequency scaling
for safety-relevant real-time systems. The novel technique is time-
triggered frequency scaling to enable power and energy efciency
while preserving safety and real-time guarantees. Time-triggered
Frequency Scaling (TTFS) is used in the routers where each
router frequency is adjusted according to a schedule. Three
techniques, namely global, cluster-based, and route-based TTFS
are considered. Using the Orion 3 tool, we show that up to 59
% of the power consumed by an NoC can be saved when a
route-based power saving technique is applied.

Index Terms—Dynamic frequency scaling, Network-on-a Chip,
Time-triggered Multi-Processor, System on a Chip .

I. INTRODUCTION

The rapid development of technology has brought chip

design into the eld of billion-level transistors, which means

that many cores can be integrated into a single chip. With

the increase of the core’s number in a single chip, the shared

bus used in traditional SoC has no longer meets the design

requirement. At this time, Network on Chip (NoC) was

proposed as a new solution to maintain the performance of

the complex SoC [14].

Many cyber-physical devices continue to require improve-

ments to attain desired operational low power. Power optimi-

sation is still a topic in the design of MPSoC when trade-offs

are made considering the size of an NoC. Some conventional

techniques already exist to enhance both static and dynamic

power consumptions in MPSoC. These techniques include

clock gating, power gating, Dynamic Voltage and Frequency

Scaling (DVFS). These techniques are often combined to im-

prove the power consumption of NoC. Power gating switches
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off the voltage domains/components that are not in operation

to reduce the leakage power. Clock gating disables non-used

logic block frequency until the logic block receives an enable

signal from the input port. Dynamic frequency scaling and

Dynamic Voltage Scaling are popular techniques used in many

synchronous circuits to reduce the power consumption of NoC.

These techniques scale down the frequency/voltage of specic

logic blocks on the y to reduce the power consumption of

devices. Due to the ever-increasing application requirements

for cyber-physical systems, the bandwidth requirement for on-

chip communication is increasing. As the on-chip resources

continue to require more bandwidth, there is the impend-

ing need to scale up the size of the NoC to accommodate

the communication trafc. Scaling up the size of the NoC

conversely results in straining the power-saving solutions

mentioned above.

This paper introduces a novel Time-Triggered Frequency

Scaling (TTFS) technique to optimize the NoCs router’s

energy consumption in the MPSoC. The proposed TTFS

technique is used to alleviate the energy impact when scaling

the NoCs to satisfy higher bandwidth requirements for on-

chip resources. A time-triggered schedule controls the TTFS to

provide low-power services and real time guarantees to main-

tain the safety of the systems. A TTFS is implemented in the

routers such that each router frequency is triggered according

to a time-triggered schedule. We propose and evaluate three

techniques in which TTFS can be applied. These techniques

include global, cluster-based, and route-based TTFS. The

Orion 3 tool is then used to show how these techniques

compare and improve the NoC’s power consumption.

The remainder of this paper is organised as follows. Section

II discusses the related work, and section III describes the

NoC. Section IV discusses the proposed model for the TTFS

solution. The use case description is presented in section V.

Section VI discusses the experimental results, and nally,

section VII concludes the paper.



II. RELATED WORK

DVFS is the most common method employed in MPSoC

to save energy. Thus, the technique has been extensively re-

searched to provide strategies for selecting the optimal voltage

and frequency used for specic applications and architectures.

Several approaches have been introduced before to improve

the power consumption of MPSoC. Those techniques are

applied in several devices as explained in the following works

[13],[17],[11],[21],[6].

In [13], the authors proposed a data-driven frequency scal-

ing technique by predicting a given application’s power and

execution over different clock settings. The data was rst

collected from application proling and then used to train

models with a regression-based machine learning technique for

prediction. This method was applied to GPUs, and the results

obtained showed a model prediction accuracy with average

RMSE values of 0.38 and 0.5 for energy and time, respectively.

The proposed method consumed 15% less energy compared

to the baseline policies used in the investigation.

In [17], the authors investigated the state of the art of

the most up-to-date dynamic voltage and frequency scaling

techniques in low-power microcontrollers in wireless sensor

networks. They measured DVFS on the MPS43542 platform.

The result demonstrated the impact of DVFS on power

consumption and the energy of the processor. The result

showed that high voltage/frequency increased the normalized

power up to 57 %, while 37% power is increased when only

frequency scaling is considered. In contrast, our work focuses

on frequency scaling in hardware NoC layers.

In [11], the authors proposed a method to scale the voltage

and frequency of multiple cores by considering the trade-off

between performance and energy consumption of multicore

CPUs using ARMV8 microprocessors (X-Gene2 and X-Gene

3). An online monitoring daemon was used to monitor the

running processes on the system. It was used to guide the

Linux scheduler to allocate the processes to the appropriate

cores. Simultaneously, the daemon was used to dynamically

adjust the voltage and frequency settings according to the

optimal policies. The result showed that 25% of average

energy is saved using X-Gen2 with a minimal performance

penalty of 3 %, and 22 % of energy is saved using X-Gene3

with a minimal performance penalty of 2%. In contrast, our

work focused on applying frequency scaling at the routers of

an NoC.

In [18], the authors showed that disregarding DVFS gran-

ularity as a design constraint in frequency scaling reduces

the efciency for certain application classes. Three Intel pro-

cessors were used in the work to demonstrate the effect of

disregarding DVFS granularity in design. The result showed

that ignoring DVFS granularity might increase the design’s

power consumption by 19 %. The work focused on the core-

level and not the NoC routers in contrast to our work. Although

we did not investigate the frequency scaling granularity, it is

considered for future work.

In [6], the authors proposed a Learning-enabled Energy-

Aware Dynamic Voltage/frequency scaling method to improve

the power consumption in NoCs. A machine learning tech-

nique was used to compensate for the trade-off between

performance and energy consumption. This method enables

a proactive energy management strategy that relies on an

ofine trained regression model and provides a wide variety

of voltage/frequency models. The scheduler then uses the

models to schedule the voltage and frequency in the NoC.

The simulation result showed that 17 % of average dynamic

energy is saved with minimal loss of 4% in throughput and

no increase in latency. In contrast, our work focuses on NoCs

that can be used to fulll hard real-time requirements and low-

power requirements. For this reason, Time-Triggered concept

is adopted to provides a real-time guarantees for the on-chip

communication and this concept is associated with source-

based.

III. NETWORK ON A CHIP

Network-on-Chip technology serves to interconnect several

processing elements or modules on an integrated circuit like

an MPSoC. A typical NoC-based MPSoC is shown in Figure

1. It comprises several components that can be referred to as

nodes. The nodes include CPUs, custom IPs, DSPs, and stor-

age elements (embedded memory blocks). All the nodes are

connected via the Network Interfaces (NIs). The nodes send

and receive packets through the network composed of routers

and they are connected through physical links or channels.

Typically, each link is a pair of opposite, unidirectional, point-

to-point connection.

Routing is implemented in the communication protocol as

a set of rules to avoid deadlock and livelock while reducing

latency. The NI is the logic connecting the IP cores to the

network, separating computation from communication [7].

Several protocols are used to connect IP cores to the network,

such as the Open Core Protocol (OCP), Virtual Component

Interface (VCI), Advanced eXtensible Interface (AXI), and

Device Transaction Level (DTL) protocols [12] . For example,

the Xilinx Versal programmable NoC implements an AXI

interconnect for sharing data between IP endpoints in the

programmable logic (PL), the processing system (PS), and

other hard blocks [2].

Today, several topologies can be used in NoCs to improve

the performance and power efciency of design. Those topolo-

gies include ring, star, mesh, torus, fat tree, binary tree and

buttery topologies [8]. In the ring topology, tiles are linked

using single wires in ring manner. This representation results

in single points of failure. In the star topology, the tiles are

linked to a central tile. In the mesh topology, tiles are linked

together and are scalable, as seen in gure 1. The torus

topology differs from the mesh topology, with the end tiles

linked directly. The mesh topology is widely used due to its

path diversity but has an upper limit on the number of router

output ports [9].

A network of routers is used to connect cores. A crossbar

switch is mainly used in the router design and serves for

the physical interconnect between the input and output ports.



Core Core Core

CoreBRAMBRAM

NI NI NI

NININI

TILE

Router RouterRouter Router

Router Router Router

Fig. 1: NoC structure

The source-destination path could be either circuit-switched

or packet-switched. In-circuit switching, a dedicated path is

created for the duration of the transmission [19]. In packet

switching, messages are divided into packets where, each

packet contains a header it with routing decisions.

Routing algorithms of NoC determine the path from the

source through which its or packets are delivered. Several

routing algorithms can be used in NoC design, such as

deterministic routing (e.g. XY, YX), adaptive routing, and

source-based routing as described in [16] [5] [5] [5] [15].

IV. SYSTEM MODEL OF ADAPTIVE TIME-TRIGGERED

FREQUENCY SCALING

A. Power Model

The power consumption of digital circuits can be observed

in two phases. The rst phase is the active phase, where the

inputs are active, and output is produced. The second phase is

the standby phase, where the chip is inactive. Both dynamic

and static power dominate the power consumption of the chip

during the active phase. Dynamic power is dissipated when

a transistor switches from high to low, thereby producing an

output.

The main factors contributing to the MPSoC power dissi-

pation are dynamic power consumption, short circuit power

consumption, and power loss due to the leakage power. The

complexity of new generations of MPSoCs makes it hard to

model the power consumption accurately. A viable approach

for modelling the power consumption of NoCs is to model

their building blocks components, which are mainly made of

logic gates [20]. The total power in the digital CMOS circuit

was described in [20]. It can be expressed using equation 1

below:

Ptotal = PDyn + PStat (1)

Where PDyn is the dynamic power, and PStat is static

power. The dynamic power is described in equation (2):

PDyn = PSW + PSC (2)

PSW is the switching power, and PSC is the short circuit

power. The switching power and the short circuit power are

further described in equation (3) and (4).

PSW = α · F · CL · (Vdd)
2 (3)

Where α is the activity factor, F is the clock frequency , CL

is the load capacitance, and Vdd is the power voltage

PSC = 10% · Pdyn (4)

The static power is due to leakage current in each logic

block.The static power is proportional to the supply voltage

and can be express using the relation :

PStat ≈ β · Vdd · e
−Vth/γ·VT (5)

where β and γ are experimentally derived constants , and

Vdd is the power voltage , and Vth is the threshold voltage

and VT is the Boltzmann thermal voltage that is linearly

proportional to the temperature [10].

B. Time-Triggered Frequency Scaling

The operation of the NoC in this work consists of two states,

an active state and an idle state. The active state describes

when its traverse the routers. The routers operate at a higher

frequency in the active state. The idle state describes when

there are no its to be transmitted through the NoC. The router

frequency is set at a lower value in this state. In our model,

two types of communication paradigm are considered within

the NoC; time-triggered and event-triggered communication.

The major difference between these paradigms lies in the

location of control in transmitting messages. In event-triggered

communication, the decision when a message is transmitted

via the NoC is controlled by an external event. In the time-

triggered communication, the NoC network interface uses a

schedule to control the transmission of messages within the

NoC. Our model is built upon the mixed-criticality NoC prior

work carried out in [3].

The TTFS is a mechanism that allocates the frequency

at which each NoC router operates according to a time-

triggered schedule. A time-triggered schedule is precomputed

at design time to handle the transmission of its within the

NoC. The NoC network interfaces control the transmission of

its following the precomputed schedule. The time-triggered

schedule also holds information about the idle state of the

individual NoC routers. Therefore, the time-triggered schedule

implicitly contains frequency control information which are

the non-active times of each router. The TTFS scales up

routers’ frequency at runtime when a router is in the active

state and scales down the routers’ frequency when a router is

in the idle state. In this way, the TTFS aims to provide low

energy services using frequency scaling when no message is

scheduled for transmission.



Furthermore, information about the message path is con-

tained in the header its for both event-triggered and time-

triggered messages. Therefore, all the routers that fall within

this path are known from the header it’s content. The energy

control information is tied to the paths the its will travel. The

scheduled slots that permit the transmission of event-triggered

and time-triggered messages on a schedule-timeline is known

in advance. The TTFS uses the energy control information

derived from the header it to scale the affected router’s

frequency when a message is received from an external event.

Three approaches are described in this work to apply the

TTFS to minimize the power consumption of the NoC. These

approaches are illustrated using Figure 2. The rst approach is

scaling frequency at a global level, shown in Figure 2a. In this

case, every router in the NoC operates at the same frequency

for both the active state and the idle state. This technique is

only feasible when all the routers have a common idle time.

All the active routers (R1-R9) are switched to operate at the

operational frequency (100 Mhz in the gure 2) during the

active state. At idle times, the TTFS scheme simultaneously

switches all routers to a lower frequency.

The second approach is the cluster level, shown in Figure

2b. In this case, the system establishes multiple regions.

During the active state, the router frequencies in the region

where transmission of its occurs (R1, R2, R4, R5, R7, R8) are

switched to the operational frequency. This is shown in region

1 of Figure 2. The router frequency in the region where no

it transmissions occur remain at a lower frequency. However,

during the idle state, all the router frequencies are kept at a low

frequency. The third approach is the route-based level, shown

in Figure 2c. In this case, the TTFS switches only the router

frequency in the it path during the active state. The router

frequencies (R7, R4, R1) are switched to 100 MHz in the

example, while the other routers remain at 3MHz. However,

during the idle state, all the routers are switched back to 3MHz.

V. USE CASE DESCRIPTION OF PROPOSED METHOD

The building blocks of the TTFS are illustrated in Figure 3.

The NoC implementation is an extension of lisNOC [1]. The

added features are the source-based routing scheme and an

AXI interface. Source-based routing is selected in this research

since it can provide congurable it navigation from source

to sink compared to distributed routings such as XY routing

and YX routing. Source-based routing can be deterministic,

if the behavior of the NIs are deterministic. The NoC is

used to connect different tiles. The master and slave module

communicate through the NoC. The TTNI module is the

network interface between the core and the NoC. It is equipped

with time-triggered capabilities such that messages between

the master and slave module can be exchanged according

to a global time. Several sub-modules are implemented to

realize the TTNI . These modules include an NI memory Map

region, TTscheduler, Flitizer, Deflitizer, and a frequency

controller.

The NI memory map is used to map the cores to the NoC.

The TX AREA is used to buffer the message sent from a
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Fig. 2: Operation model for the TTFS

master. The TX DATA holds a signal to trigger when the

data contained in the TX AREA should be sent. This trigger

signal is received from the TTScheduler module. When the

TX DATA is triggered, its from the TX AREA passes

through the Flitizer, which converts the message into its.

The its are then injected into the NoC. At the receiving

end of the NoC, the its are converted back into messages

by the Deflitizer module, after which the messages are

stored in the RX AREA of the NI Memory Map module.

The cores can then access the messages following a global

pre-computed schedule. The trigger signal for the message

is fed by the TTScheduler to the RX READ DATA

area of the NI Memory Map. During the operation described

above, the FrequencyController congures each individual

NoC routers’ frequency according to a time-triggered schedule

provided by the TTScheduler. The TTScheduler is the

core of the TTFS operation. Time-triggered schedules are pre-

computed ofine to ensure that there are no collisions between
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the exchanged time-triggered messages. In this way, safe and

efcient resource usage is achieved. In Figure 3, the Master

is connected via the TTNI to the router R1 of the NoC, and

the slave is connected to the router R7. To congure each

router, the FrequencyController in the example uses nine

bits, one bit for each router. The frequency trigger signal is

used to scale up and down the frequency of each individual

routers. Two frequencies are used in this example, 100 MHz

for the normal frequency and 3 MHz for the low frequency.

We evaluate the proposed TTFS scheme using three scenar-

ios that reect the global level, cluster level, and route-based

level. According to a given time-triggered schedule described

by the events in Figure 3, the investigations target the dynamic

adjustment of the router’s frequency to improve the power

consumption of subsystems communication in the NoC.

We demonstrate the implementation with a 2D 3X3 mesh

network consisting of ve input port and ve output port. The

wormhole routing scheme was used and a 32-bit it size. The

voltage, virtual channel, and buffer input/output port is 1.5V,

1, 32-bit width, respectively.

VI. RESULT AND DISCUSSION

ORION3.0 tools is an open-source tool used to estimate

the power consumption of micro-architecture, implementation,

and operational parameters as well as multiple router RTL

generators [4]. This tools is used here to simulate the NoC

using the router features as described in section IV-B. The

results demonstrate that power is saved using the three ap-

proaches (Global level, Regional level, Route-based Level)

previously described. Figure 4 shows the result obtained from

the simulation of the global level scenario. Without the TTFS

scheme, the average power is 40.76mW. In applying the TTFS

in a global level conguration, we obtained the static power,

dynamic power, and average power as 10.92mW, 15.36mW,
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Fig. 4: TTFS result using the Global technique

and 26.29 mW, respectively. This concept amounts to a 35.5%
reduction in power consumption.
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Fig. 5: TTFS result using the Cluster technique

Figure 5 shows the result obtained from the simulation

of the cluster-based scenario. Without the TTFS scheme, the

average power is 40.76mW. In applying the TTFS in a cluster-

based conguration, we obtained the static power, dynamic

power, and average power as 10.92mW, 10.55mW, and 21.46

mW, respectively. This concept amounts to a 47.3% reduction
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Fig. 6: TTFS result using the Route technique

in power consumption.

Figure 6 shows the result obtained from the simulation

of the Route-based scenario. Without the TTFS scheme, the

average power is 40.76mW. In applying the TTFS to the route-

based conguration, we obtained the static power, dynamic

power, and average power as 10.92mW, 5.42mW, and 16.34

mW, respectively. This concept amounts to a 59.9% reduction.

We plot the energy consumption to compare all three con-

cepts in Figure 7. The average energy consumed by the global,

cluster-based, and route-based technique is 598.94 nJ, 492.1

nJ, and 385.25 nJ, respectively. The route-based technique is

the most energy-efcient from the results obtained.

VII. CONCLUSION AND FUTURE WORKS

This work proposes a novel technique to realize energy-

efcient on NoC based on a Time- Triggered schedule. The

proposed TTFS is simulated on ORION 3. The proposed

models reduced the power consumption and preserved the

system’s safety by providing a temporal guarantee for critical

messages. The simulation result shows that our proposed

method reduces the dynamic power consumption up to 59%

for a route-based model. Regarding future works, we intend to

go beyond the route-based model to a path-based model where

the TTFS scheme scales up individual router’s frequency

just before it transmission. In addition, the granularity of
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Fig. 7: Energy consumption vs time with TTFS implemented

at different levels

TTFS will be considered to determine the impact on power

consumption.
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