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Abstract—Transactional memories with support for real-time and reliability requirements are a research challenge for the deployment in safety-critical embedded systems. In addition, at present there are no transactional-memory architectures considering hierarchical systems of networked multi-core chips with both on-chip and off-chip networks. The presented work offers a predictable transactional memory solution for hierarchical distributed systems by executing a transactional memory protocol spanning both on-chip and off-chip networks to manage the memory operations at different multi-core chips. This includes relocating memory pages between the local caches at cores and the external memories while preserving the mixed-criticality requirements of the distributed system. The proposed protocol provides temporal predictability, fault isolation and bounded execution time assurances for safety-critical applications. An automotive use case with a simulation framework serves for the evaluation of the proposed solution.

I. INTRODUCTION

Transactional memories simplify parallel programming by ensuring atomicity, consistency and isolation of computations with access to a shared memory. The benefits compared to a lock-based synchronization include a higher level of abstraction for the safe and scalable composition of software modules [1]. These advantages are also recognized for dependable embedded systems [2], where additional challenges with respect to real-time constraints and fault-tolerance must be addressed.

Predictable transactional memories for embedded systems have been introduced at the chip-level with corresponding timing analyses (e.g., [3]). Likewise, Transactional Distributed Shared Memories (TDMS) were proposed for distributed embedded real-time systems (e.g. [4]). The focus is improved programmability in conjunction with temporal predictability and composability.

However, a major research gap are architectures, system models and algorithms for transactional memories in hierarchical systems comprising networked multi-core chips. These systems combine two integration levels. Firstly, multi-core processor consists of a set of computational cores that interact via an on-chip interconnect. Secondly, the cluster-level uses off-chip networks for the interconnection of several multi-core processors. A single multi-core chip is often insufficient to meet the resource requirements of large embedded applications. In addition, the failure rates of a single chip are too high to meet the reliability requirements of fail-operational systems with ultra-high dependability [5] (e.g., Class A according to DO-178C [6]). Hence, fault-tolerance at system level is required by exploiting redundancy with multiple independent chips.

In order to offer transactional memories in these hierarchical systems, we need to manage the memory operations of the cores at different multi-core chips by executing a transactional-memory protocol spanning both on-chip and off-chip networks. Memory pages need to be relocated between the local caches at cores and the external memories of the multi-core chips. In addition, commits and rollbacks need to be performed to ensure atomicity, consistency and isolation in the presence of memory conflicts.

The presented transactional memory protocol solves these requirements, while also offering temporal predictability and fault isolation in mixed-criticality applications. The algorithms for conflict resolution ensure that the execution time of safety-critical application does not depend on applications of lower-criticality. This property is significant for modular certification, where separate safety arguments are established for application subsystems with different criticality levels. In case the conflict resolution would not prevent low-critical applications from affecting safety-critical ones, the criticality of all application subsystems would be elevated to the highest criticality level in the system.

The remainder of the paper is structured as follows. Section II provides an overview of related work in the area of transactional memories. The system architecture for the hierarchical transactional memory is the focus of Section III. Section IV explains the hierarchical transactional memory protocol. In Section V an implementation of the protocol is presented using a co-simulation of multi-core chips and off-chip networks. The results for a realistic use case are summarized in Section VI. The paper concludes with a discussion in Section VII.

II. RELATED WORK

Distributed shared memories have been investigated in the context of chip level and cluster level as well as in operating systems [7], [8]. The description and discussion of existing memory solutions for distributed systems is presented in this section.

A. Solutions at chip level

It can be noticed from the literature that fewer research has been performed on Distributed Shared Memory (DSM) solutions dedicated to multi-core processors with a Network-on-Chip (NoC) in comparison to off-chip level solutions. In [9] the focus of the work was on a DSM architecture suitable for low-power multiprocessors. A hybrid organization including
private and shared memory space for DSM is introduced for multi-core processors in [10], this organization and runtime partitioning techniques are used in order to improve the system performance by reducing the Virtual-to-Physical (V2P) address translation overhead. Moreover, Chen in [11] proposed a microcoded controller as a hardware module in each node to interconnect the core, the local memory and the network. Furthermore, partitioning of virtual memory resources and task scheduling is proposed as a solution for managing memory accesses in non-distributed systems at operating system level. An approach for task scheduling and memory partitioning for a Multi-Processor System-on-a-Chip (MPSoC) using a scratch pad memory is presented by [12].

Existing hardware-based transactional memory solutions for non-distributed systems propose a small, fully-associative transactional cache at the same level as the L1 cache to reduce effects of capacity and conflict avoidance [13]. To our knowledge, transactional memory solutions for mixed-criticality embedded systems address one multi-core chip only. In [14], spatial and temporal segregation using a dynamic TDMA-based memory arbiter based on the MultiPARTEs platform is provided. Moreover, memory access control in a multiprocessor for real-time systems with mixed criticality is proposed by [15]. This work provides a software-based memory throttling mechanism to explicitly control the memory interference in the Linux kernel. A predictable transactional memory architecture with a focus on single node mixed-criticality systems is presented in [16].

B. Solutions at cluster level

A Distributed Transactional Memory (DTM) is the realization of a transactional memory using off-chip communication networks. The so-called Ballistic protocol [17] for instance, uses a cache-coherence protocol based on a transactional memory for a network of nodes for tracking and moving up-to-date copies of cached objects. Additionally, the Spiral directory-based protocol presented in [18] is a distributed implementation of a software transactional memory based on sparse covers, where clusters at each level are ordered to avoid race conditions while serving concurrent requests.

The java-based transaction execution engine of DSTM2 [19] is used as a baseline for some off-chip distributed system solutions. The prototype of a distributed software transactional memory framework is described in [20] based on a modified version of DSTM2, where a master node is responsible for conflict detection and a contention manager resolves the conflicts. All client nodes have to update and synchronize their local copies of the global data. Moreover, in [21] an extension of the transactional engine DSTM2 establishing a transactional memory for distributed memory architectures is introduced for providing transactional consistency.

Most existing DTM frameworks are prototyped on top of VM-based programming languages e.g., Scala and Java. HyFlow [22] is a Java framework for a distributed software transactional memory with pluggable support for directory look-up protocols, transactional synchronization and recovery mechanisms, contention management policies, cache coherence protocols, and network communication protocols. On the other hand, locks are realized using Java 5 annotations and transactions are defined as atomic sections, in which reads and writes to shared, local and remote objects appear to take effect instantaneously. [23] presents a distributed transactional memory framework for distributed concurrency control in C++ based on [22] called HyflowCPP. The Real-Time Transaction Forwarding Algorithm [4] extends the distributed concurrency control scheme of the Transactional Forwarding (TFA) [24]. It bounds transactional retries by resolving transactional contention using time constraints. The authors used JChronOS, a user-space library which provides the hooks to interface with the ChronOS kernel from a Java application to define the time constrains.

C. Research Gap

As shown from the earlier analysis, existing solutions are focusing either on on-chip or off-chip memory solutions. Thus, the hierarchical support for an architecture providing a transactional memory at both levels is missing. Moreover, predictability and reliability requirements are not addressed in existing solutions for distributed systems.

III. DISTRIBUTED SYSTEM ARCHITECTURE FOR HIERARCHICAL TRANSACTIONAL MEMORY

In this section, a distributed system architecture for a transactional memory with networked MPSoCs is defined (cf. Figure 1). Each MPSoC of the distributed system architecture includes a number of cores, which are interconnected through a NoC. From now on, this MPSoC will be called a node. Moreover, all nodes are connected to a reliable off-chip network through their network gateways to establish the off-chip communication. The nodes’ memory gateways are responsible for providing the transactional memory control, the memory controller services and the connection to the external memory.

The system architecture supports message-based as well as shared memory interactions between a configurable number of nodes and cores. In order to understand the system architecture, first the nodes of the systems are analyzed, then the off-chip communication architecture is discussed.

Each core of a node provides an application service, an external memory service and a network interface. Application services are realized either in hardware or in software. Subsets of cores can define subsystems within the node that implement a specified task. Each core has a preassigned criticality, e.g. Safety Integrity Level (SIL) according to IEC61508 [25]. Each core has its own local cache, while
the external memory service is responsible for generating the corresponding memory requests of the application core and handling memory replies, especially in case of memory rollbacks. The application service and the external memory service support bidirectional communication via the Time-Triggered Network Interface (TTNI) of the on-chip network. We assume a time-triggered NoC in the architecture such as AEthereal [26] or TTNoC [27] within inherent fault isolation and temporal predictability.

Message-based and memory interactions are mapped by the TTNI to messages that are sent to the NoC based on pre-assigned time-triggered communication slots, where the communication is based on a global time base.

The proposed on-chip network can support different topologies (e.g., mesh, ring) and offers temporally predictable communication between the cores and the gateways using time-triggered channels. Those channels define virtual links between the senders and the receivers based on the configuration parameters of the NoC, which requires a priori knowledge of the network topology and the timing of the messages. These configuration parameters are the period and the phase of the messages, the size of the messages, the corresponding virtual link IDs, the sender cores and the receiver cores, and finally the criticality levels of the cores.

A node’s gateways are connected to TTNI units through different ports that are corresponding to the cores (cf. Figure 1). The mapping unit of the network gateway (NG) provides message redirection between the corresponding ports and message queues. Additionally it performs protocol conversion for the incoming and outgoing messages, where messages are translated accordingly between the NoC message format and the off-chip message format. In addition, the message queuing service is responsible for serializing and handling messages in both directions based on their criticality, where messages with higher criticality are prioritized.

The Memory Gateway (MG) is connected to an external memory unit that provides a single or multi-channel memory system, where each channel has its own transaction queues.

A memory gateway consists of the memory controller which is connected to the external memory, and the Distributed Mixed-criticality Transactional Controller (DMTC). The memory controller implements real-time memory gateway functionality that is responsible for providing temporal segregation and high throughput by defining memory access groups with known latency.

The scope of the DMTC is to support the presented system architecture with a hierarchical transactional memory while providing a criticality-aware conflict resolution. It is connected to the TTNI via ports, where each core has its own corresponding in-port and out-port in order to support fault isolation. Moreover, multiple sending and receiving queues are mandatory as the interface between the DMTC and the memory controller. Read and write memory operations are processed based on the received time-triggered messages, while memory replies and rollback instructions are redirected to the sending buffers to be sent to their requester source core, where a source core can also be the network gateway.

The DMTC is responsible for preserving atomicity across different levels by handling and managing address versioning and memory page exchanges between the different nodes and cores. It contains a version container, a global page table and a set of locally stored memory pages. The version container tracks and handles the versions of all addresses locally stored in this node for uncommitted transactions. The global page table is used to locate required pages within a node or at remote nodes. It is globally shared and synchronized based on the requests for memory pages in the hierarchical system. These modules of the DMTC are used by the algorithm in Section IV to execute criticality-aware conflict resolution.

A memory transaction is an ordered set that has a start instruction, a set of memory operations, and finally a commit instruction. By committing a transaction, all changes of the related memory operations are written to the external memory. A memory operation can be local in case that the
related memory page of the memory operation is located in the same node. Otherwise, the memory operation is called a remote memory operation which means that the accomplishment of this operation requires an access to a remote memory page that is located in a remote node.

The DMTC uses a page-based memory synchronization, which means that the distributed system is handling and exchanging all memory data using fixed-size memory pages. The size of the page has to be defined at design time (e.g., 1Kb). Memory pages of the proposed distributed system have a unique ID \( \text{page}_{id} \) that is computed from the addresses. The \textit{global page table} \( G \) is a 1-to-1 table that contains management information about the pages located in all nodes of the system including the external memories. This table has to be up-to-date and synchronized in case of page movement between the cores or nodes. The form of a record in this table is as follows \( \{< \text{page}_{id}, \text{node}_{id}, \text{core}_{id}>\} \), where \( \text{page}_{id} \) is the ID of the memory page, and \( \text{node}_{id} \) represents the ID of the node that this page is located at currently. The core ID that is using this page currently is denoted as \( \text{core}_{id} \). In case the page is located in one of the external memories the record has the following format \( \{< \text{page}_{id}, \text{node}_{id}, \text{ex}_\text{mem}>\} \), where \( \text{ex}_\text{mem} \) is the identifier of the external memory.

The \textit{version container} \( V \) includes the local versions of all the addresses and their transaction IDs that are not yet committed within a node. This information is based on the list of pages that exist locally in the node, and the updates of the \( V \) container as will be described later. A record of \( V \) is as follows: \( \{x, \{< \text{version}_1, \text{Tx}_a >, < \text{version}_2, \text{Tx}_b >, ..\}\} \), where \( x \) is the address of a memory operation processed at this node, then a list of the different versions of this address and their transaction IDs.

The hierarchical characterization of the proposed protocol is driven from its ability to handle the following five different cases of executing memory operations and their required memory pages:

- **Locally at the core.** If the required memory page is at the same requester core the page can directly be accessed.

- **Locally at the node.** In case the required memory page is at another core of the same node, the DMTC locates the page and the ownership of this page is obtained by the requester core in order to preserve atomicity and consistency.

- **Locally at the external memory.** If either of the above cases occurs, then the \( G \) table acts as a Translation Lookaside Buffer (TLB) allowing to search for a quick reference to the location of the page in the external memory of the same node. In case the page is located in \( G \), then it will be fetched by the requester core and corresponding updates are performed to \( G \) and \( V \).

- **Remotely at another core.** For memory pages located at cores of a remote node, the requested page is located in \( G \) and moved to the requester core. The requester core takes the ownership of this page, and the page’s relevant records of that remote \( V \) container are moved to the local \( V \) container of the requester node.

- **Remotely at an external memory.** Pages located at the remote external memory of another node are located based on the address space of each external memory. Thereafter, the requested memory page is moved to the requester core and the \( G \) table has to be updated.

The detailed operation of these cases in the distributed system with the use of the DMTC is described in the next section.

The proposed hierarchical transactional memory protocol builds on the system architecture, where this composition of the architecture and the transactional memory protocol provides a predictable distributed mixed-criticality system.

IV. DISTRIBUTED MIXED-CRITICALITY TRANSACTIONAL MEMORY PROTOCOL

A memory transaction \((Tx)\) has a “start_transaction” instruction, then a set of memory operations, and finally a “commit transaction” instruction. Memory operations have to be handled differently based on their type (i.e. READ, WRITE). They are performed by a core involving access to memory at the same core or node, at the node’s memory or at the memory in other nodes.

The DMTC’s controlling mechanisms have to hierarchically guarantee the atomicity, consistency and isolation of the memory transactions at on-chip and off-chip levels. The DMTC executes conflict-detection algorithms and performs selective criticality-aware conflict resolution as described in this section.

The state machine illustrated in Figure 2 describes the stages of the transaction processing within the DMTC at each of the nodes of the proposed distributed architecture. The state machine waits until it receives a new memory operation \((m)\) with address \(x\). First it performs a look-up search in the global page table \( G \) in order to determine whether the address \((x)\) of the memory operation \(m\) exists within in the requester core. If the page does not exist at the requested core, then it either exists at another core of the same node or remotely at another node. Otherwise, it is not created yet by any of the nodes. In this case the page has to be fetched from one of the external memories (DDR). It can be the local external memory or a remote one, where the targeted external memory is determined from the records in the \( G \) table. Thereafter, the \( G \) table has to be updated locally using the position of the newly fetched memory page. Later this update has to be broadcast to all other nodes in order to synchronize the \( G \) tables.

If the requested page exists at another core of the same requester node or remotely at another node, then the \( \text{node}_{id} \) and \( \text{core}_{id} \) are already known from the previous look-up step. The requester node will fetch the requested page from
the remote core as well as the subset \((R)\) of the fetched page’s relevant records from that remote \(V\) container. In this way the requester node takes the ownership of this page, updates its ID and broadcasts this change to all other nodes. Finally the requester node integrates the relocated version records into its local \(V\) container.

At this phase, there should be a local memory page \((p)\) that contains the address \(x\) of the memory operation \(m\). From the version container \(V\) the set \(A\) contains all the transactions that are accessing the address \(x\) and can result in contention are identified. In case the set \(A\) is of size zero which means that there are no other transactions accessing this address, or \(A\) is equal to one and this transaction ID is equal to the current transaction, there is no conflict. In case the type of the memory operation is write, \(m\) can be executed by writing the new value in the identified page \(p\) and \(V\) has to be updated. In case \(m\) is a read operation, then the value can be read from the memory page \(p\) and sent to the requester core.

If the set \(A\) contains more than one transaction (right part of the control statement, Figure 2), then the following situations occur. If \(m\) is a write operation then a conflict has to be handled, hence the “ResolveConflict()” function is called to trigger state machine \#2 (cf. Figure 3), which will be explained later. In case that \(m\) is a read operation, we have to check whether someone else is trying to write at the same time, which can be determined using the \(V\) container. If not, then we read via the local page \(p\) and check whether \(V\) has to be updated. In case that \(m\) is a read operation and another transaction has written something at this address \(x\), the second state machine has to be triggered to resolve conflicts. There might be the case that during the update of the \(V\) container, updates caused by read operations are executed at the same time by updates caused by write operations. In this case updates of write operations are always dominant.

Whenever the conflict detection mechanism is triggered by the first state machine for address \(x\), the list of the conflicting transactions can be directly determined using the \(V\) container. As illustrated in Figure 3, these “conflicting” transactions are clustered based on their criticality level. \(C_{low}\) contains all the transactions with lower or equal criticality to the transaction \(Tx_self\) of address \(x\). The second set, \(C_{high}\) consists of the transactions of higher criticality than the transaction \(Tx_self\) of address \(x\).

According to the state machine (cf. Figure 3), there are two cases. In case that \(C_{high}\) is empty, this means that transactions listed in \(C_{low}\) have to rollback except for \(Tx_self\). Therefore, the transactions subset \(C_{low}\) without \(Tx_self\) are located in the \(G\) table in order to clarify if any of the non aborted transactions are using the page \(p\). If not, then the values are restored from the DDR. Otherwise, page \(p\) has to be removed, and then transaction \(Tx_self\) commits as described in Figure 2. The commit process includes the cleaning of the \(V\) container, updating \(G\) and communicating this change, removing no longer used pages at the node, and finally writing \(Tx_self\) to the DDR.

In case \(C_{high}\) is not empty, then transactions of \(C_{high}\) have higher criticality and should not be be affected by the lower criticality. Thus, \(Tx_self\) has to rollback. Then the page related to \(Tx_self\) is located in the \(G\) table. If non aborted transactions are using this page then the values of the page \(p\) have to be restored from the DDR. Otherwise, page \(p\) is removed, \(V\) and \(G\) are updated and the rollback is communicated to the requester core.
V. IMPLEMENTATION USING AN AUTOMOTIVE SIMULATION ENVIRONMENT

The realization of the proposed distributed system architecture with the hierarchical DMTC protocol is presented in this section. For this purpose, SystemC/TLM [28] is used for the protocol and node implementation. VEOS [29] is used for simulating the FlexRay bus and the application components within the cores of an MPSoC. Finally, DRAM-Sim2 [30] is used to simulate the external memories of the MPSoCs. Combining multiple simulation tools requires the introduction of a coordination process that is responsible for synchronizing their time and data exchange. This paper uses the co-simulation technique presented in [31] and [32] to accurately coordinate VEOS and multiple SystemC-based nodes.

The previously mentioned tools are used for the following reasons: SystemC is a system-level modeling language for event-driven modeling that provides precise temporal behaviors of the simulated modules. It is widely used in the literature for modeling and simulation of on-chip architectures e.g., [33], [34]. Moreover, Transaction Level Models (TLMs) are used to enhance the overall simulation speed by providing a higher level of abstraction for the simulation modules. Interface-based communication, blocking and non-blocking process structures, bidirectional and unidirectional transactions are some of the useful capabilities provided by the TLMs.

DRAMSim2 is a widely used cycle-accurate open-source DRAM simulator that models the memory controller, memory channels, ranks, banks and timing constraints [35], [36].

The VEOS environment is the dSpace software for the simulation of AUTOSAR software and physical environment models on a host PC. VEOS allows the simulation of AUTOSAR Electronic Control Units (ECUs) and their application behavior using virtual validation scenarios. Using the VEOS player, simulated cores can be integrated into a simulation system and its execution on the VEOS simulator can be controlled. Simulink models can be integrated into the simulation system for representing the physical environment. In addition, the experimental tool ControlDesk can access the VEOS simulator for testing the AUTOSAR software.

A. Implementation

The proposed distributed system architecture is mapped to a synthetic distributed automotive system as shown in Figure 4. The distributed system consists of two MPSoCs that are connected through a FlexRay bus. Each node has its own on-chip communication schedule, while a separate schedule is defined for the off-chip communication. The coordination between the simulation tools is performed by a TCP-based interleaving execution process that is managed through local controllers at each node in SystemC and by a global coordinator at VEOS level, where a number of data and control flows are defined between the simulation tools.

Each node can have a configurable number of cores that are interconnected through a deterministic Time-Triggered Network-on-a-Chip (TTNoC) [27]. Cores are simulated either as SystemC-based or VEOS-based application cores. Each core runs a trace-based application that is assigned to it. The trace files are generated based on the process presented in [35]. As described in Section III, the nodes’ gateways provide both off-chip gateway functionality and memory gateway functionality including the DMTC protocol.

In this work, we extend the node implementation presented in [35] by integrating VEOS-based application cores to the nodes, implementing an off-chip network gateway (NG) for the off-chip distributed communication, and a memory gateway (MG) that serves the hierarchical DMTC. The NG provides off-chip gateway functionality for periodic communication based on [37]. In addition to DMTC, the proposed memory gateway assumes a compositional real-time memory controller [38] that uses a predictable arbiter responsible for scheduling memory access groups dynamically in order to guarantee the allocated bandwidth and the maximum latency bounds.

The cores execute their assigned application trace-file that includes message and memory operations. Sending and receiving messages at core level is controlled by the TTNIs of each core based on the defined communication schedule. Messages might be addressing cores within the same node (cf. arrows colored in orange, Figure 4) or cores at other
nodes (arrows colored in black). On-chip messages between VEOS-based cores and SystemC cores are sent based on the on-chip schedule to the local controllers to be redirected within the node to their destination core through the TTNoC. Additionally, off-chip messages are collected and mapped in the node’s gateway and handled according to the off-chip schedule.

The interleaving execution of the two simulation tools allows one simulation tool to execute for one microsecond per simulation step, then messages, memory and control requests are delivered to the other simulation tool to start its turn of execution for one microsecond. The execution step of one microsecond can be changed according to the use-case granularity.

Memory operations are sent by a node (cf. colored in blue, Figure 4) to the memory gateway, while the DMTC coordination protocol requests (arrows colored in green) are sent between the nodes in order to execute the different memory synchronization requests and page exchanges of the hierarchical protocol as described in Section IV. It has to be mentioned that the off-chip messages and the DMTC coordination requests are sent though the gateways to the local controllers, and then to the global coordinator whenever the execution control is given to VEOS in order to deliver the messages to the FlexRay bus and then to their destination core or node and vice versa.

The AUTOSAR tool SystemDesk is used to define a set of cores that are configured based on the AUTOSAR architecture with extended communication modules for their simulation as application cores in an MPSoC. These application cores are integrated to a simulation system to be run by the VEOS platform.

During a VEOS simulation, an AUTOSAR Operating System (OS) is emulated for a PC-based simulation of the VEOS-based cores. This AUTOSAR OS invokes the OS tasks and function calls. SystemDesk is used to define AUTOSAR Software Components (SWCs) as the application layer of the cores in order to integrate and execute the trace files. Periodic tasks with different phases are configured to be performed by the OS of each core, where the period and the phases of the tasks are set according to the on-chip communication schedule of their corresponding SystemC node. Thus, before the generation of the simulation model a trace-file application is manually integrated in each SWC, and each Run-Time Environment (RTE) of a core is modified to allocate the reading function of the trace-file application in the defined OS tasks.

In addition, the FlexRay bus simulation is performed by the mentioned global coordinator. As for the on-chip schedule in the VEOS-based cores, a set of tasks is assigned to the global coordinator according to the off-chip communication schedule. Based on this schedule, a period and a different phase is assigned to each task for sending off-chip messages between the two SystemC nodes.

B. Co-simulation Coordination

An integrated global coordinator and local controllers use TCP/IP for the communication between the simulation tools. The coordinator and the controllers serve for the synchronization of the AUTOSAR simulation in VEOS with the NoC simulation in SystemC. Additionally, they are responsible for correctly redirecting the message exchange between each VEOS-based core and its corresponding TTNi to the TTNoC. The local controllers support the gateway functionality of the on-chip/off-chip communication. Moreover, the global coordinator is implemented in VEOS as the server of the TCP/IP communication and the local controller located at each of the SystemC-based nodes are TCP/IP communication clients.

A minimum interrupt detection latency is assumed for the synchronization and the exchange of data between the different simulation systems. The granularity for the execution steps is determined by the interrupt detection latency which is typically higher than $1\mu s$. However using $1\mu s$ as a standard resolution for the execution control guarantees the accuracy of the simulation.

VEOS implements and simulates a FlexRay bus as described in section V-A. Moreover, a global coordinator is responsible for synchronizing the AUTOSAR simulation with multiple instances of the SystemC-based nodes. The global coordinator has send and receive node buffers for each of the nodes, where messages are stored in order to be sent later based on the off-chip schedule. The co-simulation uses the $1\mu s$ for the execution synchronization and the data exchange between VEOS and the SystemC-based simulation nodes. Every $1\mu s$ an accumulated message is exchanged between the two simulation tools containing on/off-chip messages, memory operations and DMTC coordination messages. This $1\mu s$ synchronization means that node buffers might be empty in some cases and this requires sending empty messages to maintain the execution synchronization.

A message exchanged between the simulation systems includes the following elements:

- **Header**: This field indicates whether the message represents either an on-chip message, an off-chip message or DMTC coordination message.
- **Type**: This parameter is used to distinguish between the different types of the DMTC coordination messages.
- **Status**: Indicates whether the message is empty or not. In case the message is not empty, the number of data and memory operations contained in the message is denoted.
- **Sender ID**: Contains the ID of the VEOS-based core sending the data or a memory operation. The destination core is know from the on-/off-chip communication schedules.
- **Payload**: Contains the data or the memory operations.

In case of the DMTC, coordination messages are mes-
sages exchanged between the different DMTCs in the distributed system. The protocol’s synchronization and control messages are sent in the message payload, while the other fields of the memory structure are known based on the co-simulation and the communication schedule.

The global coordinator is part of the interface between each VEOS-based core and the corresponding TTNI at the SystemC node. Once a 1µs simulation step is performed by VEOS, the AUTOSAR simulation is paused. Thus, in case of any existing memory operation from the VEOS-based cores, this is forwarded as an on-chip message to the corresponding SystemC simulation instance where the VEOS-based core is mapped, otherwise the on-chip message is configured to be empty.

Additionally, an incoming off-chip message from each SystemC node is received by the global coordinator. The global coordinator provides two buffers for queuing off-chip messages from each SystemC node. In case one of the two received off-chip messages is not empty, the data is stored in the buffer available for the specific SystemC node in order to be sent through the FlexRay bus simulation based on the configured schedule. Moreover, once the off-chip messages from the SystemC nodes were received and processed by the global coordinator, this resumes the VEOS simulation and the next 1µs simulation step can be performed in the AUTOSAR simulation.

Besides the global coordinator in VEOS, each local controller in the SystemC nodes constitutes an important part of the coordination. The local controller is defined as a main task controlling the execution of the SystemC-based application cores, the memory gateway and the TTNoC based on the 1µs time steps. Once an on/off-chip message from the global coordinator is received by the local controller the type of the message is verified. In case of an on-chip message, it is redirected to the corresponding TTNI of the VEOS-based core. In case it is an off-chip message, it is mapped and analyzed by the node’s network gateway to be processed correspondingly. Finally, in case it is addressing the memory gateway then it is redirected to that gateway in order to be processed by the DMTC as described in the earlier sections.

VI. USECASE & EVALUATION

A synthetic automotive use case serves for the evaluation of the proposed architecture and its hierarchical DMTC protocol. The use case represents a pedestrian-detection mechanism (PDM) running in parallel with an audio-video streaming system in a vehicle. The PDM uses frames captured by a camera, where the system is required to process these frames using computer vision algorithms to detect possible pedestrians on the way. Additionally, noise removal and transformations are applied to the frames in order to enhance the accuracy of the results. In case a pedestrian is detected, the vehicle’s braking system is notified to trigger the automated braking, and an alarm indication is displayed to the driver.

The criticality of the applications is set based on the automotive ISO-26262 functional safety standard [39]. The use case consists of the following four applications: The bodytrack (BT) computer vision algorithm serves for detecting the pedestrians, to which the highest criticality level is assigned (ASIL D). The second application is the Fast Fourier transform (FFT) with criticality level ASIL C and the third application is a noise removal (NR) algorithm with criticality level ASIL B. These two applications are used to enhance the quality of the captured frames. Meanwhile, the vehicle is executing an audio/video streaming service based on the x264 video encoding library which is not critical, denoted as ASIL QM. The higher criticality level application should not be affected by the lower criticality ones in order to avoid accidents that might cause loss of life.

The previously mentioned applications have been executed using Simlarge input-sets of the PARSEC benchmarks [40] in order to generate the trace-files for the distributed system cores. The trace files of the applications are generated accordingly for 12 cores, and the use case is distributed in such a way to run on two nodes where each node consists of six cores. Each node has an external memory of 4GB micron DDR3 with a transaction queue depth of 512. The configuration parameters are defined in the initiation phase of the DRAMSim2 instances.

The distribution of the trace files and the criticality levels were assigned in the systemC/VEOS levels as follows: three cores at each node are running the BT trace files with
criticality level ASIL D, and one core at each node runs the FFT trace file with criticality level ASIL C. At VEOS level, node#1 has two VEOS-based cores that run the x264 trace files with no criticality. Node#2 has one VEOS-based core that runs the NR trace file with criticality level ASIL B and another VEOS-based core runs the third non critical x264 trace file. Finally, the subscript at each application name given as T# (cf. Figure 5) represents the trace file identifier of each core.

As described in Section V, both on-chip and off-chip communication schedules are configured based on the a priori knowledge of the use case. Different periods and phases are assigned to each core that is running the trace files at both SystemC-based and VEOS-based cores. Likewise, the schedule for the off-chip communication is configured using a period of 1ms and 200µs phase for messages sent from node#1 to node#2. The phase of messages sent from node#2 to node#1 is set to 300µs. Additionally, messages between VEOS-based cores and their node are exchanged based on the co-simulation steps of 1µs.

Figure 6: Number of Rollbacks Performed Per Core

<table>
<thead>
<tr>
<th>CoreID</th>
<th>Core1</th>
<th>Core2</th>
<th>Core3</th>
<th>Core4</th>
<th>Core5</th>
<th>Core6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criticality</td>
<td>ASIL D</td>
<td>ASIL D</td>
<td>ASIL D</td>
<td>ASIL C</td>
<td>QM</td>
<td>QM</td>
</tr>
<tr>
<td># Trans.</td>
<td>349</td>
<td>6</td>
<td>7</td>
<td>431</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>Conservative</td>
<td>79</td>
<td>1</td>
<td>2</td>
<td>94</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>FOW</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>DMTC</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>

| Node #2 |
|--------|-------|-------|-------|-------|-------|-------|
| Criticality | ASIL D | ASIL D | ASIL D | ASIL C | QM | QM |
| # Trans. | 9 | 608 | 11 | 434 | 127 | 7 |
| Conservative | 2 | 137 | 2 | 95 | 18 | 6 |
| FOW | 1 | 12 | 0 | 14 | 4 | 5 |
| DMTC | 0 | 9 | 1 | 9 | 6 | 6 |

It is important to mention that the size of the trace files, the total number of the transactions and the critical sections for each application is different. This depends on the input sets of the benchmark execution and their results at the trace file generation phase. The size of the critical sections has a direct relation to the number of conflicts in each application, as will be shown in the results.

The execution time of an application core is calculated from the difference between the starting time of the application until the time at which the trace file has finished its execution, which means that all messages and memory operations of the trace file have been successfully executed. The use case was evaluated toward the number of rolled back transactions and the execution time of three different conflict resolution scenarios. First, the so-called conservative conflict resolution rolls back all conflicting transactions. These transactions can be re-executed later with a random minimal delay. Second, the First One Wins (FOW) conflict resolution allows the first transaction to commit while rolling back all other conflicting transactions. Finally, the DMTC protocol executes selective criticality-aware conflict resolution as described in the earlier sections.

The framework requires sixteen minutes to simulate each second of the real execution time of the use case. The results illustrated in Figure 6 are compared to the total number of the transactions at each core (given in row # Transactions). The conservative conflict resolution has the highest numbers of rolled back transactions in comparison to the other two executions. This is due to the multiple attempts of the application cores to execute their rolled back transactions. Moreover, this has resulted in longer execution times independently from the criticality levels.

The results illustrated in Figure 6 have shown that the FOW execution has reduced the number of rollbacks per application in comparison to the conservative execution as follows: 87.4% for the BT application, 88.9% for the FFT application, 78% for the NR application and 31.8% for the x264 application. On the other hand, the DMTC execution has reduced them by 93.3%, 89.2%, 67% accordingly, while the x264 application had the same number of rollbacks as in the conservative execution. It can be clearly noticed how the DMTC protocol considers the application criticalities in its rollback decisions.

Figure 7: Execution Time Per Core for Both Nodes

<table>
<thead>
<tr>
<th>CoreID</th>
<th>Core1</th>
<th>Core2</th>
<th>Core3</th>
<th>Core4</th>
<th>Core5</th>
<th>Core6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criticality</td>
<td>ASIL D</td>
<td>ASIL D</td>
<td>ASIL D</td>
<td>ASIL C</td>
<td>QM</td>
<td>QM</td>
</tr>
<tr>
<td>Conservative</td>
<td>5.024</td>
<td>0.078</td>
<td>0.078</td>
<td>5.507</td>
<td>0.321</td>
<td>0.037</td>
</tr>
<tr>
<td>FOW</td>
<td>2.554</td>
<td>0.071</td>
<td>0.049</td>
<td>4.042</td>
<td>0.317</td>
<td>0.021</td>
</tr>
<tr>
<td>DMTC</td>
<td>2.370</td>
<td>0.037</td>
<td>0.037</td>
<td>5.929</td>
<td>0.424</td>
<td>0.063</td>
</tr>
</tbody>
</table>

| Node #2 |
|--------|-------|-------|-------|-------|-------|-------|
| Criticality | ASIL D | ASIL D | ASIL D | ASIL C | QM | QM |
| Conservative | 0.129 | 10.452 | 0.157 | 12.818 | 1.010 | 0.032 |
| FOW | 0.088 | 7.322 | 0.103 | 6.297 | 0.237 | 0.045 |
| DMTC | 0.052 | 5.430 | 0.174 | 4.840 | 0.540 | 0.054 |
explained earlier, the FOW execution is agnostic towards criticality levels of the application. Consequently it handles the x264 application in a similar way as the higher criticality applications. This has resulted in the improvement of the execution time of this non critical application in relation to the other two executions. The performance of the non critical application was increased in case of the DMTC execution favoring the higher criticality applications.

Generally, it can be noticed that the improvement of the execution times using the DMTC protocol is in the same order of magnitude as the FOW execution. In contrast to the FOW, however, the DMTC protocol ensures that the execution time of a core with high criticality does not depend on the behavior of cores with lower criticality.

VII. DISCUSSION AND CONCLUSION

Distributed memory solutions have previously been presented either for on-chip or off-chip systems. Despite that a transactional memory ensures atomicity, consistency and isolation by providing lock-free solutions, existing transactional memory solutions are mainly investigating the on-chip level. Moreover, predictability and reliability requirements of transactional memories are not investigated in distributed systems with off-chip communication networks.

A hierarchical transactional memory protocol that serves a deterministic mixed-criticality distributed architecture is presented in this work. This distributed mixed-criticality transactional memory protocol provides a high level of predictability and reliability assurances at both on-chip and off-chip levels, and offers temporal predictability and fault isolation in mixed-criticality applications.

The proposed protocol has been evaluated using two time-triggered networked nodes connected though a FlexRay bus. The simulation framework has been developed using SystemC and VEOS. The coordination between the two simulation tools is based on TCP. DRAMSim2 is used to simulate the external memories of the distributed system. A synthetic automotive use case for pedestrian-detection is presented for the evaluation of the work, in which the cores of the two nodes are sharing the execution of four applications with different criticalities.

The results have shown that the proposed hierarchical solution provides an efficient, predictable and reliable support at different integration levels. It also ensures a bounded execution time of safety-critical applications and guarantees their independence from applications with lower criticality levels while coexisting and sharing the memory resources on the same distributed system.
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