Abstract—Software-in-the-loop (SIL) is a common methodology for repeatable and controllable component testing during the development process of complex systems. Testing the integration of distributed embedded systems is accomplished on a network centric abstraction level. However, today’s state-of-the-art is missing a solution for the railway domain which couples local simulations via the Internet or LANs to support those tests between companies.

The framework proposed in this paper is based on the simulation standards FMI (Functional Mock-up Interface) and HLA (High Level Architecture). They are combined with further mechanisms for configuration, delay-management, fault-injection, monitoring and simulation control. This solution enables SIL testing via the Internet without sharing any software. Hence, it facilitates the interplay between different railway manufacturers and allows early integration tests wherefore testing effort and time can be reduced compared to today.

I. INTRODUCTION

During the development process of complex systems, Software-In-The-Loop (SIL) is a common methodology for repeatable and controllable component testing. This simulation type does not require physical prototype systems wherefore it supports early validation and avoids damage of real prototype systems. The integration and testing of train components are important development steps in the railway domain. These steps can be improved compared to today’s state-of-the-art using a distributed simulation and validation framework which operates on a network centric abstraction level. Such a framework couples local simulations via the Internet or LANs to provide distributed SIL simulation.

Many simulation tools are designed for special purposes, for example communication networks or controlled plants. Coupling such specialized tools to interact for simulating complex systems is called co-simulation. In contrast to existing railway solutions, our proposed distributed co-simulation framework supports SIL testing without the need of centrally available simulation models. Hence, it is possible to test pieces of software which are located at different railway manufacturers or locations via the Internet in early development stages.

The network centric abstraction level enables the connection of train devices as a whole and to inject faults on network level to test the devices’ behavior in case of faulty inputs. As shown in this paper, a framework covering all those aspects is not available today. In our framework, simulation bridges synchronize the attached simulations and exchange information between them. The simulation bridges provide a generic interface to support various simulation tools and communicate with each other using heterogeneous and public communication networks such as the Internet. Since the framework shall be generic to support testing of various train applications, it requires a mechanism for configuration. A configuration interface enables the initial configuration before the simulation starts and reconfiguration at dedicated points during runtime. In combination with a control interface, the reconfiguration further provides automated test execution.

The remainder of this paper is organized as follows. Section 2 presents the current state-of-the-art in co-simulation and SIL testing, while Section 3 discusses requirements of the framework. In Section 4, the framework’s high-level design is described. Section 5 concludes the paper.

II. RELATED WORKS

This section focuses on related works about SIL testing and the concept of co-simulation. Furthermore, it presents different co-simulation solutions such as the High Level Architecture (HLA) as well as the Functional Mock-up Interface (FMI).

A. Software-in-the-loop testing

SIL is a widely used approach to validate the interaction of a software control algorithm with the model of a simulated plant [6]. This technique enables the verification of the system during the design phase taking into account technological side-effects. One important effect is time-to-market, hence system components are developed independently and integrated in a later step. Potential integration problems between them can be avoided by verifying their interactions in early development stages. SIL further enables the analysis of the system’s behavior in case of faults [6].

In various domains, SIL is already used for fast prototyping of control systems as well as electronic and mechatronic devices [18]. Examples can be found in the automotive domain [26][19][27], avionics [24] and other domains [6]. Demers et al. [11] point out weaknesses of traditional modeling and simulation. Among others, model abstractions may lead to a loss of design details and the introduction of errors. Hence, simulation validation is difficult which results in a high time
exposure to build a valid model. Furthermore, the usability of model code for the software implementation might be constrained. SIL can solve those problems since there is no need for a model if the final software is used directly. The authors further denote scalability, the need to modify software for connecting it to existing co-simulation solutions, the breaking of TCP connections while rerouting network traffic to a network simulation tool and timing issues during the synchronization process as remaining challenges.

B. The co-simulation concept

Co-simulation frameworks couple specialized tools to simulate complex systems in cooperation. Since porting components between simulators is time consuming and error prone, the tools are connected via a framework [8]. The framework synchronizes the simulation tools which run in their own processes. Thereby the tools maintain their internal state and their time which might differ between them [12].

Typically, discrete-event-based simulators are coupled with continuous-time-based ones. Continuous differential equations defining the system dynamics and the transition between state variables are discretized. In addition, the time base is divided into small steps so that there are no transitions of system variables within a step [17]. The selection of a time step in a discrete-event tool is difficult. While small steps waste simulation time if the state remains unchanged, long steps might miss events. Hence, the tools hop between the events based on a chronologically ordered list managed by a scheduler. Such a heterogeneous environment requires a synchronization and communication mechanism which must ensure a message delivery in the correct order (consistency) and at the earliest next time step (on-time) [17]. In a simple algorithm, the discrete-event tool defines a step granularity. It sends the step to the continuous tool which advances its time until the step has finished or an event occurred. In case of an event it notifies the discrete tool and provides all required data such as monitored variables and the internal simulation time. The discrete tool can now advance to the same time [12].

There are various co-simulation solutions based on communication via TCP/IP sockets in LANs or WANs. Examples are an interface between MATLAB and OPNET [14], a solution coupling OPAL-RT and OPNET [3] or the co-simulation of Gem5 and OPNET [22]. Two co-simulation standards the developed framework uses are presented in the next section.

C. The High Level Architecture and the Functional Mock-up Interface

The High Level Architecture (HLA) connects individual components to a set called federation. One component (a federate in terms of the HLA) might be a computer simulation, a supporting utility or an interface to a live partition [10]. The HLA was designed independently from any language or platform and supports solutions to the most common problems of interoperability [2]. It imposes no constraints on what is represented, it only requires specified capabilities for the interconnection with other federates. These interactions are realized by the exchange of data.

Data exchange is implemented as services in the Runtime Infrastructure (RTI) which acts as a distributed operating system. Besides data exchange, it provides basic services for the management of objects, time and data distribution. The services are accessible using a defined API which is available in different languages, e.g. C++. Each federate must document its object model using a standard object model template. This model facilitates information sharing and reusability [10].

The Functional Mock-up Interface (FMI) is a tool-independent standard for model exchange or the co-simulation of models [5]. For this it provides an interface which is implemented by various simulation tools. FMI for model exchange aims at the creation of a modeling environment which is able to generate C-code of a dynamic system model. This code can be used by another simulation environment as input/output-block. FMI for co-simulation establishes a co-simulation environment where multiple simulation tools (slaves) are coupled by a master algorithm. The master synchronizes the slaves and exchanges data at discrete communication points. Between these points, the subsystems are solved independently [4].

Components which implement the FMI standard are called Functional Mock-up Units (FMUs). They consist of one zip-file including an XML-file, the model and additional data. The additional data is optional and can be documentation files or utilized libraries. The XML-file contains the definition of all environmental variables as well as other information about the model. The model is deployed as C source code or in binary for different platforms. If the model is used for co-simulation, it contains functions (I) for the initiation of the communication with a simulation tool, (II) to compute a communication time step and (III) to exchange data. Otherwise, the model includes only the model equations [5].

In today’s state-of-the-art, various master algorithms are available. They focus on deterministic execution of FMUs [7], the co-simulation of continuous and discrete dynamics [9] or performance improvements by controlling the communication step size [25]. Although FMI supports different master algorithms, it does not define one in the standard [9]. Awais et al. [2] propose the usage of the RTI as a generic master algorithm. Their implementation shows great opportunities of integrating both standards and the possibility of using them to realize a heterogeneous, distributed simulation platform. Garro and Falcone [13] investigate the combination of the standards from two perspectives, (I) HLA for FMI and (II) FMI for HLA. For each perspective, they provide solutions in their work. Neema et al. [21] identify challenges of integrating FMUs for co-simulation via the HLA. Their approach uses different solvers and step sizes to overcome non-linearity as well as discontinuities. Although the HLA provides means for interoperability, the integration of simulations can be difficult. Hence the authors use the HLA as master algorithm for FMI.
D. Research gap

Executing simulations on geographically distributed machines connected via LAN or WAN provides advantages like (I) parallel execution, (II) project decentralization, (III) design by different development teams and testing of the system directly at the manufacturer and (IV) resource sharing [1]. However, the network introduces delays which might increase the simulation execution time. Examples for distributed simulation environments are presented by Amory et al. [1], Kelley et al. [16] or Hopkins et al. [15].

The previous sections show various solutions for SIL and co-simulation. However, none of them covers the full set of requirements described in the next section. On the one hand, the solutions are developed for different domains such as automotive or avionics or do not cover a network centric simulation of railway components. On the other hand, the co-simulation solutions are limited to specific simulation tools if no changes in the communication and synchronization mechanisms are possible. Even if the approach of Demers et al. [11] is a generic solution for network simulation, its setup in a LAN and the synchronization mechanism using broadcasts is not suitable for distributed simulation via the Internet.

The limitations can be solved using the framework presented in this paper which is based on the combination of the HLA and FMI. While FMI supports various simulation tools, the HLA provides the advantages of distributed co-simulation. Extensions further cover the remaining requirements.

III. REQUIREMENTS OF THE DISTRIBUTED SIMULATION FRAMEWORK

The design of the distributed simulation framework is based on the following requirements which cover co-simulation, applicability and configuration.

A. Co-simulation requirements

One main requirement is the possibility to connect simulation tools via the Internet or LANs to support the distributed co-simulation of different devices in a train. The underlying communication system shall be based on layers 2-4 of the OSI model and the framework shall be executable on Windows and Linux to support a wide range of manufacturers. Therefore the mechanism to synchronize the simulations and to exchange data between them needs to be independent from any operating system. The simulation execution shall be controllable by an operator wherefore an interface is required to start and stop it. During the simulation execution, there shall be possibilities to inject faults into the messages and to monitor the behavior of all devices.

B. Applicability requirements

To provide easy and high applicability, existing simulation models and tools shall be re-usable by providing a generic interface in the framework. The subsystems of the simulation framework shall be modular and contain defined interfaces. This facilitates the integration of future techniques.

C. Configuration requirements

Since the simulation framework shall be usable in a wide range of applications, a mechanism to configure its subsystem is required. Therefore, each subsystem must contain an interface by which the simulation parameters can be set. The configuration information shall be available as data file with a defined and human readable structure. Integrity and coherency errors shall be detected and reported to the user before the simulation starts. During runtime, it shall be possible to reconfigure the systems using the same mechanism.

IV. HIGH-LEVEL ARCHITECTURE

This section consists of two parts. First, the overall architecture of the distributed simulation framework is presented. Afterwards, an explanation of the simulation bridges’ architecture follows. This explanation includes the behavior of each subsystem during the simulation execution.

A. Overall architecture

Figure 1 presents the overall architecture of the distributed simulation framework. The main components are Simulation Hosts (printed as gray boxes), instances of the HLA’s Runtime Infrastructure (RTI, red boxes), simulation bridges (SB, blue boxes) and Simulated Devices (SD, green boxes).

Simulation hosts can be PCs, servers or clusters. They are interconnected by topologies based on LANs (solid lines) and WANs (dashed lines), hence most of today’s networks can be used to run a simulation. There are various RTI implementations available such as the commercial MAK or Pitch RTIs or the open source solution OpenRTI. The framework shall be independent from any RTI implementation and since OpenRTI covers all services required, it will be used.

OpenRTI is a hierarchical solution where each RTI instance runs as own process. In Figure 1, three instances are shown. RTI_G (global RTI) denotes the process on the highest level in the hierarchy which connects the local RTIs in the LAN and on Host2. Using such a hierarchy, network load is reduced since the RTI instances only forward subscribed interactions. This enables scalability in simulations with multiple, distributed hosts. A central RTI would represent a bottleneck in the execution of such a simulation.
Logically, the simulation bridges operate on the Data Link Layer of the OSI stack. From the devices perspective, a simulation bridge performs the same operations like a bridge in a real network. It wraps packets from the device into an RTI interaction and includes additional data such as time-stamps for delay management. This interaction is then published and transmitted to all subscribing simulation bridges. Those decapsulate the initial Ethernet packet, analyze the temporal behavior to manage delays and forward the message to the device. Moreover, the simulation bridges synchronize the advance in time of all simulations using the HLA time management services. They ensure the sending of all interactions in the correct temporal order (called Time Stamped Order) by restricting time-advances of the federates.

The tools simulating the devices are executed on a host and connected to a simulation bridge via FMI. It is possible to run one simulation per host (see Host3 and Host4) or multiple ones (see Host1 and Host2). Multiple simulations on the same host can be connected to a local RTI instance (see Host2) or to a remote one (see Host1). Which possibility is used depends on simulation requirements and the available hardware resources.

B. Architecture of simulation bridges

The architectural model of the simulation bridges is shown in Figure 2. It contains subsystems for co-simulation, state-estimation, delay-management, fault-injection, configuration, monitoring and a wrapper to connect the device. Furthermore, there are buffers for input and output packets, estimated ones as well as forwarded packets with faults introduced (Forward Packet Buffer).

The co-simulation subsystem connects the simulation bridge to an RTI process by setting up a simulation execution and joining it. Before a simulation run starts, it performs the publish/subscribe process for interactions and unsubscribes them before disconnecting. At runtime, it exchanges data with other bridges and synchronizes the devices using an algorithm based on the NextMessageRequest-service of the HLA. This service advances the logical time of a federate to either the requested time or a time before when interactions are received. Before it notifies the federate about the time advance grant, it forwards all subscribed interactions which are available. The co-simulation subsystem inserts the received interactions into the input packet buffer and notifies the delay-management subsystem about their availability. It further provides an interface to start and stop the simulation.

Since the Internet can be used for the communication, there might be undetermined delays. In future work, also Hardware-In-The-Loop testing shall be included. Here, real-time requirements need to be covered which requires the management of delays. The delay-management subsystem calculates the communication delay between the bridges using time-stamps. It terminates the simulation execution if the delays are too large and the simulation results would be degraded. To handle delays and to increase the performance, inputs for the device can be estimated in the state-estimation subsystem. For this, the subsystem uses a model of the entire system and injects the estimated inputs into the estimated packet buffer. Based on an event schedule, the delay-management subsystem forwards the estimated packets between the received ones. To ensure the quality of the estimation, the state-estimation subsystem further compares the estimated state of the device with the one based on the packets received. For this, a model of the device is connected besides the system model.

One of the main purposes of this framework is testing the communication behavior of networked railway systems. Faulty communication needs to be handled by the devices which is why the framework supports the injection of faults according to the EN 50159 standard for safety in train applications. The fault-injection subsystem injects faults according to its configuration and inserts the packets into the forward packet buffer as they will be forwarded.

The device is connected to the wrapper subsystem using FMI for co-simulation. FMI provides a set of API (Application Programming Interface) calls to set interface variables and to control the execution of a simulation step. The packets are represented as interface variables and set by the wrapper subsystem before the step to the granted time is performed. After the step finished, the wrapper subsystem gets the packets from the device and checks the destination IP addresses to encapsulate the packet into an interaction. This interaction is inserted into the output packet buffer and the wrapper subsystem signals the co-simulation subsystem about its availability. The co-simulation subsystem then publishes the interaction.

Observing the system behavior is enabled by the monitoring subsystem. It has access to the buffers and is able to get the monitoring information for each interaction. This information includes, e.g., the message identifier, its payload, temporal and fault information and is written into a file. After the simulation has finished, all monitoring files can be analyzed by the user.

The configuration subsystem is responsible for configuring all subsystems in the simulation bridge. It reads the configuration information and analyzes it with respect to errors in integrity and coherency. If the information is accepted, the subsystem sets the related parameters in the other subsystems.
During the execution, the configuration subsystem can be used further to reconfigure the system at dedicated points. This enables the support of automated simulation execution with different test cases.

V. CONCLUSION

Integrating and testing train components are important development steps in the railway domains. Compared to today’s state-of-the-art, these steps can be improved using a distributed simulation framework which supports SIL simulation via the Internet or LANs.

Our presented approach concentrates on SIL testing without the need of centrally available simulation models. A combination of the HLA as master algorithm for FMI is extended by mechanisms to manage delays, inject faults as well as configure and monitor the subsystems. Future works will concentrate on the implementation and the evaluation of the design presented. Furthermore, additional services will be included to provide Hardware-In-The-Loop testing together with SIL.
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